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Abstract. Abstractive multi-document summarization (MDS) aims at
summarizing and paraphrasing the salient key information in multiple
documents. For dealing with the long-input issue brought by multiple
documents, most previous work extracts salient sentence-level informa-
tion from the input documents and then performs summarizing on the
extracted information. However, the aspects of documents are neglected.
The limited ability to discover the content on certain aspects hampers
the key information seeking and ruins the comprehensiveness of the gen-
erated summaries. To solve the issue, we propose a novel Supervised
Aspect-Learning Abstractive Summarization framework (SALAS) and
a new aspect information loss (AlLoss) to learn aspect information
to supervise the generating process heuristically. Specifically, SALAS
adopts three probes to capture aspect information as both constraints
of the objective function and supplement information to be expressed
in the representations. Aspect information is explicitly discovered and
exploited to facilitate generating comprehensive summaries by AlLoss.
We conduct extensive experiments on three public datasets. The exper-
imental results demonstrate that SALAS outperforms previous state-of-
the-art (SOTA) baselines, achieving a new SOTA performance on the
three MDS datasets. We make our code for SALAS publicly available
(https://github.com/Hytn/AspectSum).

Keywords: Multi-document summarization + Supervised aspect
learning - Aspect information loss

1 Introduction

Document summarization (DS) aims to convert a document or multiple the-
matically related documents into a fluent, condensed, and informative sum-
mary [11,18,23]. It is beneficial for a wide range of downstream applications
including generating Wikipedia abstracts [15,30], creating news digests [1], and
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opinion summarization [2]. The given documents comprise various aspects and
can overlap and complement each other [11]. Therefore DS faces more chal-
lenges due to capturing and organizing information scattered across the long
input (especially entailed by multiple documents) [7,18].
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Fig. 1. An example for performing multi-document summarization by aspect informa-
tion.

Traditional methods tackled DS based on feature engineering [7], statisti-
cal learning [3], and graph theory [7,20]. Most of them extract salient textual
units, structural dependencies among phrases, keywords, or semantic clusters
as key information to aid the generation of a final summary [18]. Recently,
pre-trained language models (PLMs) significantly facilitate MDS through sev-
eral paradigms, including adopting extract-then-generate methods [26,28] and
applying hierarchical models architecture [15,29]. The former shorten the length
of input context by extracting salient texts while the latter improve the capa-
bility of models to simultaneously process all information. It is reported that
extract-then-generate methods, hierarchical models, most traditional methods,
and human performance possess a common background: They believe that a
summary can be produced through a top-down method where key information
is first detected from the input documents explicitly and then summarized or
adopted to guide the summarization [12,19].

However, aspect information is rarely considered or modeled as the key infor-
mation in these methods. Summaries are often viewed as plain text despite
the fact that their summarized documents can be well organized and writ-
ten down according to the underlying aspects (e.g., writing according to a
mind map). As shown in Fig. 1, the detected aspects, as key information, can
summarize the input documents and thereby guides the top-down methods to
generate a final summary. A pipeline method [30] is proposed to address the
issue, which first detects topics described by input documents, and then encodes
the detected topics together with the documents to generate a final summary.
Despite the improved performance, the method leaves two problems unsolved: (1)
the separately-trained pipeline methods can suffer from cascade errors; (2) the
aspect information indirectly aids the generator in an implicit way. We argue
that aspect information is essential for supervising the generation process of
MDS.
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In this paper, we propose a novel supervised aspect learning abstractive sum-
marization framework (SALAS) with aspect information loss (AILoss). AILoss
enables SALAS to capture aspect information as both constraints of the objective
function and sufficient expressive power of representations to guide the gener-
ating process. Specifically, we design three linear probes to detect the aspect
information expressed by the representations of both input documents and the
generated summaries: an encoder probe for documents and two decoder probes
for summaries. AlLoss considers the detected aspect information from three
probes, which not only infuses representations with aspect information but also
eliminates the inconsistency between the aspects expressed by documents and
summaries. It renders summaries to cover each aspect mentioned in correspond-
ing documents. The aspects and summaries are jointly learned with our proposed
AlLoss. We evaluate our proposed SALAS on 3 MDS benchmarks. Using the
same backbones, SALAS outperforms the strong baseline models and achieves a
new state-of-the-art performance on the three benchmarks. Our main contribu-
tions are threefold:

— We introduce SALAS, a novel aspect-guided joint learning summarization
framework that captures aspect information to guide the generating process.

— We propose aspect information loss (AlLoss) to constrain the objective func-
tion and give sufficient expressive power to representations, which aids the
generating process.

— Experimental results show that SALAS significantly outperforms previous
SOTA methods on 3 MDS benchmarks. We further conduct a comprehensive
analysis that exhibits the high quality of detected aspects and the effectiveness
of modules in SALAS.

2 Related Work

2.1 Multi-document Summarization

Traditional MDS obtain key information represented by words, sentences,
graphs, and semantic clusters to guide the generator [7,20]. With recent signif-
icant improvement in SDS brought by large-scale PLMs [13], most researchers
tackle MDS based on PLMs in four ways with two underlying purposes: (1)
To enhance the long-input processing capability of models, they propose sparse
attention [4] and hierarchical model architectures [15,29]. The former is pro-
posed for reducing the memory complexity of transformer-based PLMs while
the latter is designed for capturing dependency information among sentences
and words. (2) To shorten the length of source input, researchers adopt extract-
then-generate methods [26,28] and divide-and-conquer approaches [8]. The for-
mer extracts salient texts (key information) from the given documents and then
summarizes them, the latter divides the given documents into sections and then
individually summarizes them to form a final summary.

The extract-then-generate methods and hierarchical model architectures try
to collect and merge the information scattered across the source input in a
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heuristic way and then summarize the derived key information. Inspired by the
paradigm, we focus on exploring and modeling the aspect information, which is
objective, definite, concise, and often neglected in previous work, as key infor-
mation to explicitly supervise the generating process of summaries.

2.2 Aspect-Related Text Generation

Little recent work exploits aspect information while generating a generic sum-
mary [21]. One line of research focuses on heuristically identifying aspects (e.g.,
words or phrases) expressed in opinions for opinion summarization and sentiment
analysis [25]. Aspect information and its corresponding context will help distin-
guish the sentiment polarities of reviews about different aspects of a product.
A previous work [1] also proposes a summarization system where aspect-level
keywords can be automatically extracted without assuming human-annotated
data for training the extractor.

More recently, aspect information is manually annotated in some aspect-
oriented abstractive summarization datasets in the multi-document setting. It
includes WikiAsp for aspect-oriented Wikipedia summarization [9], summaries
of popular and aspect-specific customer experience (SPACE) dataset for opinion
mining [2], and meta-review dataset (MRED) for structure-controllable meta-
review generation [24], which makes human-annotated aspect information suffi-
cient and available for text generators.

Instead of directly applying the heuristically extracted aspect information
with noises, we propose modeling the human-annotated accurate aspect infor-
mation to facilitate abstractive MDS. TWAG [30] explores a pipeline method to
model the aspect information for abstractive MDS, which we compare with.

3 Methodology

We present the overview of our framework composed of two kinds of aspect
probes and a generator with aspect constraints in Fig.2 and then elaborate
on each component in the following sections. In Sect. 3.1, we first formulate the
target task and our proposed aspect-guided framework. In Sect. 3.2 and Sect. 3.3,
we then introduce two kinds of aspect probes for documents and summaries,
respectively. After that, we elaborate on the mechanism of our proposed aspect-
guided generator in Sect. 3.4. Finally, we summarize and formulate the training
objective in Sect. 3.5.

3.1 Task and Framework Formulation

We formulate the task and our proposed solution and then introduce the under-
lying motivation in this section. In the MDS task, the input document set
D = {D;};_, comprises multiple documents and can be expressed by its con-
catenate context X, while the generated output is their summary y of length
T. Given input documents X and the previously generated tokens y.;, the goal
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Fig. 2. An overview of our framework.

of previous methods in MDS is to train a learning model, which aims to maxi-
mize the likelihood of the given optimal summary y*, to generate a sequence of
summary tokens y which can be described by,

T

y* =argmaxP(y | D) = argmaXH P(y: | D,y<t). (1)
y v

However, most documents are well organized and written down according to
the underlying aspect information, which guides human-written summaries of
multiple documents [30]. That is to say, aspect information is a constraint of
the summary-generating process. The constraint is missed in Eq. (1) adopted by
previous work, leading to their increased risk of falling into suboptimal results.
To solve the issue, we present two kinds of probabilistic models (probes) P(A | D)
and P(A | y) to estimate the aspect information A = {ai}ilil contained in the
representations of input documents and generated words. In each step t of the
generating process, the imbalance in the amount of two source aspect information
supervises the generator to recover the missing target aspect information. To
measure the extent to which aspect information is missed, we introduce aspect
information loss (AILoss). Let d be a symmetric “distance” of the amount of
aspect information contained by two representations, where d possesses a variety
of choices, including Lo distance and symmetric KL-divergence. The AlLoss is
defined as follows:

Definition 1 (Aspect Information Loss). The aspect information loss
between the aspect information represented by source input text C' and the target
amount of aspect information P* is

p=d[Pap(a;|C),P]. (2)
The representation of source input text is €-informative if p < &.

Note that in some cases, we have restricted access to the exact number of
categories of aspects and to the human-annotated aspect information for con-
text, which exacerbates the difficulty of estimating aspect information. Thanks
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to methods for aspect-level keywords extraction [1] and clustering-based unsu-
pervised representation learning models [10,27], models are able to extract and
classify aspect information in a heuristic way. However, noise information will
be introduced during the process to confuse the generator. As it remains unclear
whether aspect information can facilitate the generation of generic summaries in
MDS and which way can effectively exploit the aspect information. In this paper,
we demonstrate the effectiveness of both aspect information and our framework
in a convincing and clear setting and leave the situation where aspect informa-
tion is combined with noise to be studied in future work.

3.2 Encoder Probe

The encoder probe aims to detect the aspect information contained in representa-
tions of the input documents. For input context X and the previously generated
words y<¢, PLMs generate both token and context representations. We obtain
the context representations of X and y.; by,

hdoc - PLM(X), hsum = PLM(y<t)7 (3)

where PLM includes multiple options, such as BERT [6], BART [13], GloVe [22],
etc., exhibiting different features explained by representations. To give sufficient
expressive power to the context representations, we integrate aspect information
into the representations by training them together with an aspect probe,

Ly = Z d{PAm (ai | X;9¢) 7Pgold(ai)}; (4)

a;EA

where d denotes the distance between the prediction and its corresponding
ground truth Pyoq(a;). A represents the set of target aspects that compose the
input documents and their corresponding summary. We adopt the commonly
used mean square error (MSE) as our loss function to compute the overall dis-
tance L1. Aspect probe Pyjp (a; | X;¢) with trainable parameters ¢ maps the
input documents to a certain score of each aspect and then derives the corre-
sponding output by the sigmoid function o,

PA|’D (ai | X7 (b) =0 (Wihdoc + bz) ’ (5)

where ¢ consists of W and b. The output can either be regarded as probability or
measurement, which indicates the amount of a certain kind of aspect information
existing in the input context.

3.3 Decoder Probe

The decoder probe aims to detect the aspect information contained in represen-
tations of generated words. We use a similar method to derive aspect information
from the previously generated words. Specifically, during the process of generat-
ing, the amount of aspect information dynamically changes. If we discard words
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from the ground truth summary one after another, the corresponding aspect
information becomes less and less. Given the target amount of aspect infor-
mation P(a;) and the generated words y; with length ¢, where the ground
truth words summarize the current aspect a; with length L; and other words
describe other aspects with length L., we give out a function F;(t) to measure
the expected amount of increasing information for aspect a; in the t step (¢-th
newly generated word). We assume that each word equally contributes to the
information of each aspect, then F;(t) can be represented by,

Fit) = "= P, ©)

i

Note that the target amount of information P(a;) can either be ground truth
probability (derived by human-annotated aspect labels or introduced from
aspects possessed by input documents) which equals 1 or be probability pre-
dicted by the aspect probe for input documents. Correspondingly, we propose
two decoder probes as follows.

On human-annotated datasets where aspect information is accurate and
available, we adopt ground truth aspect information in training where P(a;) = 1.
Similar to the motivation and training process of the encoder probe for input
documents, we train the first decoder probe Pyp (a; | y<¢;n) and representa-
tions of generated words by,

T _
=303 d[Pap (0 [ yen), ") (7

L
t=1a;€A v

During the training process, the probed scores for aspects represent the compre-
hensiveness of the generated summary and serve as an indicator to discover the
missing aspect information in the previously generated words.

We can apply the second decoder probe on any datasets, including those
where we have restricted access to aspect labels. It infuses the probed aspect
information P(a;) = Pjp (a; | X;¢) from input documents into representations
of the generated words,

t—L;

o= 3 d[Pap (@il y<iin) . ———Papp (@i | X:0)|.  (8)
t=1a,€A v

Here, we do not propagate gradients of L3 to the parameters ¢ to avoid intro-

ducing spurious correlations which can impede the learning process described in

Eq. (4).

3.4 Aspect-Guided Generator

As we obtain the gap between aspect information in input documents and that
in the generated words, we require a generator, which abides by the regular-
ity described in Eq. (6) where the gap is continuously narrowed during the
generating process, to recover the missing aspect information when generating
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the summary. We exhibit two reasons why a generator learns to generate those
words that can narrow the gap: (1) The ground truth aspect information in doc-
uments is instructive and easily accessible as mentioned in Sect. 3.1. Besides the
precious human-annotated aspect information for summaries, it can serve as a
supplementary indicator to supervise the generation of summaries. (2) The gap
reveals missing aspects. The existence of a gap indicates that salient information
of a certain aspect from input documents does not occur in the summary. The
learning model minimizes the overall loss to narrow the gap, which constrains
the generating process and thus reduces the entropy of the potential words.
Therefore, the generation loss for a generated summary is represented by,

T
1
£4=—T;10gP@(yt\y<t,X), 9)
where © denotes model parameters excluding the parameters of three probes.

3.5 Training Objective

The core idea of our proposed learning framework is to train a summarization
model under the constraints of aspect information abstracted from the input
documents, which not only supervises the generation, but also avoids the isola-
tion between the aspect probes and the generator. Different from the methods
that exploit and incorporate aspect information by,

y* = argmaxP (A | D)argmaxP(y | D, A), (10)
A Y

which can suffer from the cascade error and impede the interaction between
the aspect probe and summarization model. Our proposed training objective is
represented by,

T
arg max HP@ (e | X, y<t)
-
T
s.t. Z Z d [Pap (a; | y<¢) , Fi(t)] + Z d[PA\D (@i | X), Pyora(ai) | <&,

t=1a;€A a;€EA
(11)

where ¢ = 0,1,...,N. P(a;) in F;(t) denotes either ground truth or the prob-
ability of a; probed from X and £ an upper bound of inconsistency between
the target amount of aspect information and that probed from documents and
generated words.

To sum up, the overall training objective of our proposed framework is

L=ML1+ X Lo+ \3L3 + MLy, (12)

where Ay, Ag, A3, and A4 are hyperparameters to balance and control the influ-
ence of different loss components. Parameters ¢ are solely optimized with L1,
parameters n are solely optimized with Lo and L3, and parameters © are opti-
mized with L.
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4 Experiments

4.1 Datasets

We experiment on two datasets as follows.

MRED [24] is a highly abstractive dataset focusing on meta-reviews from a peer-
reviewing system (ICLR) which contains essential and high-density opinions.
It is provided for structure-controllable text generation. The meta-reviews are
manually written to summarize the aspects described in different reviews and
we use sent-ctrl version of MRED.

WikiAsp [9] is provided for aspect-based summarization. It contains articles,
consisting of section titles and section texts, from various domains of Wikipedia
and their corresponding reference documents. The section texts serve as aspect-
based summaries of corresponding reference documents. We randomly select 2
out of 20 domain datasets from WikiAsp as evaluation benchmarks. The two
datasets are Historic Place and Plant.

4.2 Baselines

We compare SALAS with previous state-of-the-art methods (comprising an
extractive model and 4 abstractive models) on the three datasets:
TextRank [20] is a common extractive summarization baseline model which
uses vertex scores calculated by a graph-based “random-surfer model” to rank
sentences.
TWAG [30] is a two-step abstractive summarization method that first detects
the aspects described by the multiple source documents and then performs sum-
marization based on the detected aspects.
BertAbs [16] is an abstractive summarization model with encoder initialized
with BERT [5] and transformer decoder randomly initialized.
Longformer [4] is a pre-trained language model tackling long input by sparse
attention. Following BertAbs [16], We initialize the encoder with Longformer
and randomly initialize the transformer decoder.
BART [13] is a SOTA abstractive summarization model pre-trained with the
objective of denoising autoencoding.

We also compare with other baselines mentioned in the work proposing the
corresponding dataset.

4.3 Implementation Details

We complete our experiments on a single RTX3090 GPU. We first load the pre-
trained models released by Huggingface' as the backbones. To keep in line with
the basic settings of baselines for fair comparison, we adopt the common hyper-
parameters used in the transformer-based baseline models. Specifically, we apply
AdamW algorithm [17] to optimize model parameters with a learning rate of le-
5. We evaluate our generated summaries against the reference manually written

! https://huggingface.co/models.
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ones by calculating the Fy-scores of ROUGE;, ROUGE,, and ROUGE], [14].
Following previous work, we adopt the Rouge evaluation script? provided by
Huggingface with “use_stemmer” enabled.

4.4 Main Results

We compare SALAS with all of the previous SOTA methods on MReD and
WikiAsp. We also further implement several common strong baselines for com-
parison and deeper analysis. Table 1 and Table 2 show the main results of the
baseline models and our proposed SALAS. We can observe that SALAS outper-
forms the existing SOTA baselines on MReD and Wikiasp in BERT, Longformer,
and BART backbones, respectively. Specifically, with BERT .5 and BART jarge
as the PLM, SALAS surpasses BertAbs and BART e by 2.02/0.50/0.48 and
0.58/2.99/0.79 of ROUGE-1/2/L scores respectively, achieving new SOTA per-
formance on MReD. Meanwhile, SALAS yields gains of 2.13/0.69/0.84 and
1.44/0.83/0.84 of ROUGE-1/2/L scores on two randomly selected domains from
Wikiasp compared to the previous SOTA methods. The experimental results
show the effectiveness of the overall framework of SALAS.

Table 1. Performance on MReD. The signal { denotes that the results of models are
quoted in the original paper proposing MReD. The rest of the results are based on our
implementation.

Model R-1 |R-2 |R-L
MMR 32.37 | 6.28 | 17.58
LexRank! 32.60 | 6.66 |17.48
TextRank' 33.52 | 7.20 |17.75
TWAG 27.82 | 7.22 [19.99
Longformer 23.39 | 5.63 |20.52

BertAbs-BERThase | 23.57 | 6.67 | 18.59
SALAS-BERTpaee | 25.59 | 7.17 | 19.07
BART], .. 38.59 |10.61 | 22.93

SALAS-BARTarge | 39.17 | 13.60 | 23.72

We attribute the improvement to the incorporation of aspect information and
our proposed joint learning framework for two reasons. First, aspect information
significantly improves the performance of models. We observe the performance
gaps (the aforementioned gains of ROUGE-1/2/L scores) between models that
adopt SALAS framework and models with the same backbones neglecting aspect
information. The difference between two kinds of models is that the former incor-
porates aspect information by constraining the objective function, which indi-
cates that by properly infusing models and constraining the objective function

2 https://github.com/huggingface/transformers,/blob/main/examples/pytorch/
summarization/.
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with aspect information, models are able to achieve more significant improve-
ments. Second, learning aspect information in a joint way largely enhances the
effectiveness of models. Compared to TWAG which models aspect information
in a two-step way, our proposed SALAS significantly outperforms TWAG by
11.35/6.38/3.73, 10.17/4.12/2.87, and 6.11/2.23/1.51 ROUGE-1/2/L on MReD,
Historic Place domain of WikiAsp, and Plant domain of WikiAsp, respectively.

Table 2. Performance on Wikiasp. All of the results are based on our implementation.

Model Historic Place Plant
R-1 R-2 R-L |R-1 R-2 | R-L

TextRank 10.97 | 2.05 | 7.50 |14.12 |1.95 | 8.70
TWAG 24.36 | 7.07 |16.98 |22.51 |4.68 | 14.99
BERTbase 25.22 | 8.21 |14.88 |21.84 |6.35 | 13.54
Longformer 33.17 1 10.38 | 18.82 |25.67 |6.21 | 15.67
SALAS-Longformer | 34.30 | 10.65 |19.39 |25.77 |6.02 | 15.76
BART arge 32.40 | 10.50 |19.01 |27.18 |6.08 | 15.66
SALAS-BART arge | 34.53|11.19|19.85 | 28.62  6.91 | 16.50

4.5 Results of Ablation Study

We conduct ablation experiments on SALAS to further test the effectiveness of
its components. As shown in Table 3, we observe that each component exerts a
positive effect on the performance of SALAS on all of the three datasets, demon-
strating their effectiveness. Furthermore, the extents of their influence differ from
each other. Excluding AlLoss leads to the most significant performance drop,
which indicates that our modeled aspect information properly guides the gener-
ator and constrains the optimization to avoid falling into sub-optimal results.

Table 3. Results of ablation study.

Model MReD Historic Place Plant

R-1 R-2 R-L  |R-1 R-2 R-L | R-1 R-2 |R-L
SALAS-BARTarge | 39.17 | 13.60 | 23.72 | 34.53 | 11.19 | 19.85 | 28.62 | 6.75 | 16.39
w/o encoder probe | 39.04 |12.96 |23.58 |33.62 |11.04 |19.48 |28.05 |6.58 | 16.05
w/o decoder probe | 38.83 | 11.00 |23.08 |33.39 |10.76 |19.27 |27.70 |6.30 | 15.83
w/o AlLoss 38.59 |10.61 |22.93 |32.40 |10.50 |19.01 |27.18 |6.08 | 15.66

When only keeping the encoder probe and removing other constraints, the
performance of the model can still be improved. That is to say, the generator
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requires more aspect information to improve its performance by infusing aspect
information into the representations of input documents. Meanwhile, the small
improvement indicates that guiding the generator in an implicit way, giving
aspect-specific expressive power to the encoded representations without explicit
supervision on the decoder, is not effective enough for a generator to capture and
decode the corresponding aspect information in representations. The significant
performance drop, caused by removing the decoder probe, also reflects the same
conclusion.

4.6 Analysis and Discussion

The above experimental results confirm the effectiveness of our proposed SALAS,
we analyze how SALAS is able to achieve the performance in this section.

Table 4. Results of the probed aspects from documents.

Model | Micro Macro

Precision | Recall | F1 Precision | Recall | F1
SALAS | 85.64 95.58 |90.34 | 66.48 77.53 |70.88
TWAG |83.91 69.80 |76.21 |63.66 54.14 | 57.42

Effectiveness of the Probe. We evaluate the effectiveness of the aspect probe
(encoder probe) that probes aspect information in documents to guide the sum-
marization. As shown in Table4, compared with TWAG which separates aspect
classification from generation. Our joint learned encoder probe not only avoids
the cascade error but also achieves better performance on aspect detection.
We can observe that our encoder probe outperforms TWAG by 13.46/14.13
macro/micro-F1 score, which demonstrates that SALAS captures the scat-
tered aspect information across documents more accurately than TWAG. Since
SALAS recovers missing aspect information and uses it to guide the generator,
the increasing quality of aspect information explains how SALAS achieves the
current SOTA performance.

Effectiveness of Guidance from Aspects. We demonstrate that the perfor-
mance improvement depends not only on our probed accurate aspect information
but also on its effective guidance. As shown in Fig. ??, strengthening the guid-
ance of aspect information exerts a significant positive effect on the performance
of BARTarge. Specifically, the parameters of BART ., are optimized with the
objective function proposed in Eq. (12), where the value of A\, iterates from 0 to 1
with a step of 0.1. The increasing Ay represents the growing strength of guidance
(penalizing the model for missing aspect information). We keep other parame-
ters constant to investigate the relationship between guidance and performance.
We observe that (1) the guidance improves the performance of models; (2) the
improvement fluctuates when the guidance is weak; (3) After the fluctuation,
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the stronger guidance leads to a better performance, which has leveled out since
exceeding a certain strength.

To sum up, we verify the effectiveness of both our proposed probe and
the guidance of aspect information, thus explaining the underlying reason why
SALAS achieves the SOTA performance and demonstrating the validity of our
idea.

5 Conclusion

Multi-document summarization (MDS) is a long-standing task and is challeng-
ing due to the requirement of paraphrasing the key information scattered across
multiple documents. In this paper, we introduce our supervised aspect learning
abstractive summarization (SALAS) model, which captures aspect information
to constrain the optimization and aids representation learning. SALAS adopts
a multi-task joint learning method to avoid introducing the cascade error and
impeding the interaction between aspect detection and generation. The extracted
aspect information guides the generating process, improving the comprehensive-
ness and faithfulness of the generated summaries. The experimental results on
three commonly used summarization datasets not only show that SALAS out-
performs the strong baseline models but also validate the effectiveness of the
probed aspects which are accurate and well guide the generating process.
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